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Status of this Meno

Thi s neno defines an Experinmental Protocol for the Internet
community. This neno does not specify an Internet standard of any
kind. Discussion and suggestions for inprovenment are requested.
Distribution of this meno is unlimted.

| ESG NOTE

Thi s docunent is a revision of RFC1190. The charter of this effort
was clarifying, sinplifying and renoving errors from RFC1190 to
ensure interoperability of inplenentations.

NOTE WELL: Neither the version of the protocol described in this
docunent nor the previous version is an Internet Standard or under
consi deration for that status

Since the publication of the original version of the protocol, there
have been significant developnents in the state of the art. Readers
shoul d note that standards and technol ogy addressing alternative
approaches to the resource reservation problemare currently under
devel opnent within the | ETF.

Abstract

This meno contains a revised specification of the Internet STream
Protocol Version 2 (ST2). ST2 is an experinental resource reservation
protocol intended to provide end-to-end real -time guarantees over an
internet. It allows applications to build multi-destination sinplex
data streams with a desired quality of service. The revised version
of ST2 specified in this neno is called ST2+.

This specification is a product of the STream Protocol Wrking G oup
of the Internet Engineering Task Force.
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1. Introduction
1.1 What is ST2?

The Internet Stream Protocol, Version 2 (ST2) is an experinental
connection-oriented internetworking protocol that operates at the
same | ayer as connectionless IP. It has been devel oped to support the
efficient delivery of data streanms to single or nultiple destinations
in applications that require guaranteed quality of service. ST2 is
part of the IP protocol fam |y and serves as an adjunct to, not a
repl acenent for, IP. The main application areas of the protocol are
the real-tine transport of nultinedia data, e.g., digital audio and
vi deo packet streams, and distributed sinulation/gamng, across

i nternets.

ST2 can be used to reserve bandwidth for real-tinme streans across
network routes. This reservation, together with appropriate network
access and packet scheduling nmechanisnms in all nodes running the
protocol, guarantees a well-defined Quality of Service (QS) to ST2
applications. It ensures that real-tinme packets are delivered within
their deadlines, that is, at the tinme where they need to be
presented. This facilitates a snooth delivery of data that is
essential for time- critical applications, but can typically not be
provi ded by best- effort |IP comunication.

DATA PATH CONTROL PATH
Upper R R + e +
Layer | Application data | | Control
S + [ SR —-— +
| |
| Y
| - +
SCWP | | SCWP | |
| T +
| |
\Y \Y
e e + L +
ST | ST | | ST |
B + o e e e e e e e ea oo +
D-bit=1 D bit=0

Figure 1: ST2 Data and Control Path

Just like IP, ST2 actually consists of two protocols: ST for the data
transport and SCMP, the Stream Control Message Protocol, for al
control functions. ST is sinple and contains only a single PDU fornmat
that is designed for fast and efficient data forwarding in order to
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is nore conpl ex than

IPPs ICWP. As with ICW and | P, SCWP packets are transferred within

ST packets as shown in Figure 1.
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Figure 2. Protocol Relationships
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1.2 ST2 and IP

ST2 is designed to coexist with I P on each node. A typica

di stributed nultinedia application would use both protocols: IP for
the transfer of traditional data and control information, and ST2 for
the transfer of real-tinme data. Wereas IP typically will be accessed
fromTCP or UDP, ST2 will be accessed via new end-to-end real -tine
protocols. The position of ST2 with respect to the other protocols of
the Internet fanmily is represented in Figure 2.

Both ST2 and I P apply the sane addressing schenes to identify
different hosts. ST2 and I P packets differ in the first four bits,

whi ch contain the internetwork protocol version nunber: nunber 5 is
reserved for ST2 (IP itself has version nunber 4). As a network |ayer
protocol, like IP, ST2 operates independently of its underlying
subnets. Existing inplenmentations use ARP for address resol ution, and
use the sane Layer 2 SAPs as IP

As a special function, ST2 nessages can be encapsulated in IP
packets. This is represented in Figure 2 as a |link between ST2 and
IP. This link allows ST2 nmessages to pass through routers which do
not run ST2. Resource nanagenent is typically not avail able for
these IP route segnents. | P encapsulation is, therefore, suggested
only for portions of the network which do not constitute a system
bot t | eneck.

In Figure 2, the RTP protocol is shown as an exanple of transport

| ayer on top of ST2. Ot hers include the Packet Video Protocol (PVP)
[ Col e81], the Network Voice Protocol (NVP) [Cohe81], and others such
as the Heidel berg Transport Protocol (Hei TP) [ DHHS92].

1.3 Protocol History

The first version of ST was published in the late 1970's and was used
t hroughout the 1980's for experinental transm ssion of voice, video,
and distributed sinulation. The experience gained in these
applications led to the devel opnent of the revised protocol version
ST2. The revision extends the original protocol to nake it nore

conpl ete and nore applicable to energing multinedia environnents. The
specification of this protocol version is contained in Internet RFC
1190 whi ch was published in GCctober 1990 [ RFC1190].

Wth nore and nore devel opnents of commercial distributed nultinedia
applications underway and with a growi ng dissatisfaction at the
transm ssion quality for audio and video over IP in the MBONE
interest in ST2 has grown over the |last years. Conpani es have
products avail abl e incorporating the protocol. The BERKOM MVTS
project of the German PTT [DeAl 92] uses ST2 as its core protocol for
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the provision of nmultinedia tel eservices such as conferencing and
mailing. In addition, inplenentations of ST2 for Digital Equipnent,
| BM NeXT, Macintosh, PC, Silicon G aphics, and Sun platforns are
avai l abl e.

In 1993, the | ETF started a new worki ng group on ST2 as part of
ongoi ng efforts to devel op protocols that address resource
reservation issues. The group’s nission was to clean up the existing
protocol specification to ensure better interoperability between the
exi sting and energing inplenentations. It was also the goal to
produce an updated experinental protocol specification that reflected
t he experiences gained with the existing ST2 inpl enentations and
applications. Wiich led to the specification of the ST2+ protocol
contained in this docunent.

1.3.1 RFC1190 ST and ST2+ Major Differences

The protocol changes from RFC1190 were notivated by protoco
simplification and clarification, and codification of extensions in
existing inplenentations. This section provides a list of nmmjor
differences, and is probably of interest only to those who have

know edge of RFC1190. The mmjor differences between the versions are:

o} Elinmnation of "Hop IDentifiers" or H Ds. H Ds added nuch conplexity
to the protocol and was found to be a nmgjor inpedinent to
interoperability. H Ds have been replaced by globally unique
identifiers called "Stream | Dentifiers" or SIDs.

o] Eli mi nati on of a nunmber of stream options. A nunber of options were
found to not be used by any inplenentation, or were thought to add
nore conplexity than val ue. These options were renopved. Renoved
options include: point-to-point, full-duplex, reverse charge, and
source route.

o] Elimi nati on of the concept of "subset" inplenentations. RFC1190
permtted subset inplenentations, to allow for easy inplenentation
and experinmentation. This led to interoperability problens. Agents
i mpl ementing the protocol specified in this docunent, MJST inpl enent
the full protocol. A nunber of the protocol functions are best-
effort. It is expected that sone inplenentations will make nore
effort than others in satisfying particular protocol requests.

o} Clarification of the capability of targets to request to join a
steam RFC1190 can be interpreted to support target requests, but
nost inplementors did not understand this and did not add support
for this capability. The lack of this capability was found to be a
significant Iimtation in the ability to scale the nunber of
participants in a single ST stream This clarification is based on
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wor k done by | BM Hei del berg.

o] Separation of functions between ST and supporting nodul es. An effort
was rmade to inprove the separation of functions provided by ST and
those provided by other nodules. This is reflected in reorganization
of sone text and sone PDU formats. ST was al so nade Fl owSpec
i ndependent, although it does define a FlowSpec for testing and
i nteroperability purposes.

0 Ceneral reorgani zation and re-wite of the specification. This
docunent has been organi zed with the goal of inproved readability
and clarity. Some sections have been added, and an effort was nade
to inprove the introduction of concepts.

1.4 Supporting Mdules for ST2

ST2 is one piece of a larger nosaic. This section presents the
overal |l comunication architecture and clarifies the role of ST2 with
respect to its supporting nodul es.

ST2 proposes a two-step conmunication nodel. In the first step, the
real -tine channels for the subsequent data transfer are built. This
is called streamsetup. It includes selecting the routes to the
destinations and reserving the correspondent resources. In the second
step, the data is transnmtted over the previously established
streans. This is called data transfer. Wile stream setup does not
have to be conpleted in real-tine, data transfer has stringent real-
time requirements. The architecture used to describe the ST2

communi cati on nodel i ncl udes:

o} a data transfer protocol for the transnission of real-tine data
over the established streans,

0 a setup protocol to establish real-time streans based on the fl ow
speci fication,

o} a flow specification to express user real-tinme requirenents,
0o arouting function to select routes in the Internet,

o] a |l ocal resource nanager to appropriately handle resources invol ved
in the conmunication

Thi s docunent defines a data protocol (ST), a setup protocol (SCWw),
and a flow specification (ST2+ FlowSpec). It does not define a
routing function and a | ocal resource manager. However, ST2 assunes
their existence.
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Al ternative architectures are possible, see [RFCL633] for an exanple
alternative architecture that could be used when inplenenting ST2.

1.4.1 Data Transfer Protocol

The data transfer protocol defines the format of the data packets
bel onging to the stream Data packets are delivered to the targets
al ong the stream paths previously established by the setup protocol
Dat a packets are delivered with the quality of service associated
with the stream

Dat a packets contain a globally unique streamidentifier that

i ndi cates which streamthey belong to. The streamidentifier is also
known by the setup protocol, which uses it during stream

establi shnent. The data transfer protocol for ST2, known sinply as
ST, is conpletely defined by this docunent.

1.4.2 Setup Protoco

The setup protocol is responsible for establishing, naintaining, and
releasing real-time streanms. It relies on the routing function to
select the paths fromthe source to the destinations. At each
host/router on these paths, it presents the flow specification
associated with the streamto the |Iocal resource nmanager. This causes
the resource managers to reserve appropriate resources for the
stream The setup protocol for ST2 is called Stream Control Message
Protocol, or SCWP, and is conpletely defined by this docunent.

1.4.3 Flow Specification

The flow specification is a data structure including the ST2
applications’ QS requirenents. At each host/router, it is used by
the | ocal resource nanager to appropriately handle resources so that
such requirenents are net. Distributing the flow specification to all
resource managers along the comuni cation paths is the task of the
setup protocol. However, the contents of the flow specification are
transparent to the setup protocol, which sinply carries the flow
specification. Any operations on the flow specification, including
updating internal fields and conparing flow specifications are
performed by the resource managers

This docunent defines a specific flow specification format that
allows for interoperability among ST2 inpl enentations. This fl ow
specification is intended to support a flowwith a single
transmission rate for all destinations in the stream |nplenentations
may support nore than one flow specification format and the neans are
provided to add new formats as they are defined in the future.
However, the fl ow specification format has to be consi stent
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t hroughout the stream i.e., it is not possible to use different flow
specification formats for different parts of the sane stream

1.4.4 Routing Function

The routing function is an external unicast route generation
capability. It provides the setup protocol with the path to reach
each of the desired destinations. The routing function is called on a
hop- by- hop basis and provi des next-hop information. Once a route is
selected by the routing function, it persists for the whole stream
lifetime. The routing function may try to optim ze based on the
nunber of targets, the requested resources, or use of |ocal network
mul ticast or bandwi dth capabilities. Alternatively, the routing
function may even be based on sinple connectivity infornmation.

The setup protocol is not necessarily aware of the criteria used by
the routing function to select routes. It works with any routing
function algorithm The algorithmadopted is a local natter at each
host/router and different hosts/routers nmay use different algorithns.
The interface between setup protocol and routing function is also a
local matter and therefore it is not specified by this docunent.

This version of ST does not support source routing. It does support
route recording. It does include provisions that allow identification
of ST capabl e nei ghbors. Identification of renote ST hosts/routers is
not specifically addressed.

1.4.5 Local Resource Manager
At each host/router traversed by a stream the Local Resource Manager
(LRM is responsible for handling | ocal resources. The LRM knows
whi ch resources are on the system and what capacity they can provide.
Resour ces i ncl ude:

o] CPUs on end systens and routers to execute the application and
protocol software

o] mai n menory space for this software (as in all real-time systens,
code should be pinned in main nenory, as swapping it out would have
detrimental effects on system performance),

o} buffer space to store the data, e.g., comunication packets, passing
t hrough t he nodes,

o] net wor k adapters, and
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o} transm ssi on networks between the nodes. Networks nmay be as sinple
as point-to-point links or as conplex as switched networks such as
Frame Rel ay and ATM networ ks.

During stream setup and nodification, the LRMis presented by the
setup protocol with the flow specification associated to the stream
For each resource it handles, the LRMis expected to performthe
followi ng functions:

0 Stream Adm ssion Control: it checks whether, given the flow
specification, there are sufficient resources left to handl e the new
data stream |f the available resources are insufficient, the new
data stream nust be rejected.

o] QS Conputation: it calculates the best possible performance the
resource can provide for the new data stream under the current
traffic conditions, e.g., throughput and del ay val ues are conputed.

o} Resource Reservation: it reserves the resource capacities required
to neet the desired QoS.

During data transfer, the LRMis responsible for

o} QS Enforcenent: it enforces the QoS requirenents by appropriate
schedul i ng of resource access. For exanple, data packets from an
application with a short guaranteed delay nust be served prior to
data froman application with a less strict delay bound.

The LRM may al so provide the follow ng additional functions:

o} Data Regulation: to snpboth a streanis data traffic, e.g., as with the
| eaky bucket al gorithm

0 Policing: to prevent applications exceed their negotiated QS, e.qg.
to send data at a higher rate than indicated in the fl ow
speci fication.

o] Stream Preenption: to free up resources for other streams with
hi gher priority or inportance.

The strategies adopted by the LRVs to handl e resources are resource-
dependent and may vary at every host/router. However, it is necessary
that all LRMs have the same understanding of the flow specification
The interface between setup protocol and LRMis a |local nmatter at
every host and therefore it is not specified by this docunent. An
exanple of LRMis the Heidel berg Resource Admi nistration Techni que
(Hei RAT) [ VoHN93].
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It is also assuned that the LRM provides functions to conpare fl ow

specifications, i.e., to decide whether a flow specification requires
a greater, equal, or snaller anount of resource capacities to be
reserved.
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Fi gure 3: The Stream Concept
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1.5.1 Streans

Streanms formthe core concepts of ST2. They are established between a
sending origin and one or nore receiving targets in the formof a
routing tree. Streans are uni-directional fromthe origin to the
targets. Nodes in the tree represent so-called ST agents, entities
executing the ST2 protocol; links in the tree are called hops. Any
node in the mddle of the tree is called an internediate agent, or
router. An agent may have any conbi nation of origin, target, or

i nternmedi ate capabilities.

Figure 3 illustrates a streamfroman origin to four targets, where
the ST agent on Target 2 also functions as an internedi ate agent. Let
us use this Target 2/Router node to explain sone basic ST2
term nol ogy: the direction of the streamfromthis node to Target 3
and 4 is called downstream the direction towards the Oigin node
upstream ST agents that are one hop away froma given node are
cal l ed previous-hops in the upstream and next-hops in the downstream
direction.

Streans are nai ntai ned usi ng SCMP nessages. Typical SCMP nessages are
CONNECT and ACCEPT to build a stream DI SCONNECT and REFUSE to cl ose
a stream CHANGE to nodify the quality of service associated with a
stream and JON to request to be added to a stream

Each ST agent mmintains state informati on describing the streans
flowing through it. It can actively gather and distribute such
information. It can recogni ze fail ed nei ghbor ST agents through the
use of periodic HELLO nessage exchanges. It can ask other ST agents
about a particular streamvia a STATUS nessage. These ST agents then
send back a STATUS- RESPONSE nessage. NOTI FY nmessages can be used to
i nfform ot her ST agents of significant events.

ST2 offers a wealth of functionalities for stream managenent. Streans
can be grouped together to minimze allocated resources or to process
themin the sane way in case of failures. During audi o conferences,
for exanple, only a linmted set of participants nay talk at once.
Using the group nechanism resources for only a portion of the audio
streanms of the group need to be reserved. Using the same concept, an
entire group of related audi o and video streans can be dropped if one
of themis preenpted.

1.5.2 Data Transmi ssion
Data transfer in ST2 is sinplex in the downstreamdirection. Data
transport through streans is very sinple. ST2 puts only a small

header in front of the user data. The header contains a protoco
identification that distinguishes ST2 fromI|P packets, an ST2 version
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nunber, a priority field (specifying a relative inportance of streans
in cases of conflict), a length counter, a streamidentification, and
a checksum These elenents forma 12-byte header

Efficiency is al so achieved by avoiding fragnentation and reassenbly
on all agents. Stream establishment yields a maxi nrum nessage si ze for
data packets on a stream This nmaxi num nessage size i s communi cat ed
to the upper layers, so that they provide data packets of suitable
size to ST2.

Conmmruni cation with nultiple next-hops can be made even nore efficient
usi ng MAC Layer nulticast when it is available. |If a subnet supports
mul ticast, a single nulticast packet is sufficient to reach all
next-hops connected to this subnet. This leads to a significant
reduction of the bandwi dth requirenments of a stream |f multicast is
not provi ded, separate packets need to be sent to each next-hop

As ST2 relies on reservation, it does not contain error correction
mechani sns features for data exchange such as those found in TCP. It
is assuned that real-tine data, such as digital audio and video
require partially correct delivery only. In many cases, retransnmtted
packets would arrive too late to neet their real-tine delivery

requi renents. Al so, depending on the data encoding and the particul ar
application, a small nunber of errors in streamdata are acceptable.
In any case, reliability can be provided by |layers on top of ST2 when
needed.

1.5.3 Flow Specification

As part of establishing a connection, SCVP handl es the negotiation of
qual ity-of -service paraneters for a stream |In ST2 term nol ogy, these
paraneters forma flow specification (Fl owSpec) which is associated
with the stream Different versions of FlowSpecs exist, see

[ RFC1190], [DHHS92] and [RFC1363], and can be distinguished by a
version nunber. Typically, they contain paraneters such as average
and naxi mum t hroughput, end-to-end del ay, and del ay variance of a
stream SCMP itself only provides the nechanismfor relaying the

qual i ty-of -service paraneters

Three kinds of entities participate in the quality-of-service

negoti ation: application entities on the origin and target sites as
the service users, ST agents, and |ocal resource nanagers (LRM). The
origin application supplies the initial FlowSpec requesting a
particul ar service quality. Each ST agent which obtains the Fl owSpec
as part of a connection establishnent nessage, it presents the |loca
resource manager with it. ST2 does not deterni ne how resource
managers make reservations and how resources are schedul ed according
to these reservations; ST2, however, assunes these nmechanisns as its
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basi s.

An exanpl e of the Fl owSpec negotiation procedure is illustrated in

Fi gure 4. Depending on the success of its |local reservations, the LRM
updates the Fl owSpec fields and returns the FlowSpec to the ST agent,
whi ch passes it downstream as part of the connection nessage.
Eventual |y, the FlowSpec is comunicated to the application at the
target which may base its accept/reject decision for establishing the
connection on it and may finally also nodify the Fl owSpec. If a
target accepts the connection, the (possibly nodified) FlowSpec is
propagat ed back to the origin which can then cal cul ate an overal
service quality for all targets. The application entity at the origin
may | ater request a CHANGE to adjust reservations.

aigin Rout er Target 1
[ + la [ + 1b [ +
| |- > |- > |
Hom - - + Hom - - + Hom - - +
~pn |
| 2 |
| I e +
+ o+
I + \ 0\ I + I +
| Max Del ay: 12| o\ | Max Del ay: 12| | Max Del ay: 12
|-----mmmmmm - | Vo |-----mmmmmm-- | |-----mmmmmm-- |
| Mn Delay: 2] o\ | Mn Delay: 5] |Mn Delay: 9
| <o | Vo | <o | | <o |
| Max Si ze: 4096| + + | Max Si ze: 2048| | Max Si ze: 2048
S + | | S + S +
Fl owSpec | | 1
| S +
| |
| \%
2 +--m - +
LR R | |
Hom - - +
Target 2
Fomemmmeea e +

Figure 4: Quality-of-Service Negotiation with Fl owSpecs
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1.6 Qutline of This Docunent
Thi s docunent contains the specification of the ST2+ version of the
ST2 protocol. In the rest of the docunent, whenever the terns "ST" or
"ST2" are used, they refer to the ST2+ version of ST2.
The docunent is organized as foll ows:

0 Section 2 describes the ST2 user service froman application point
of view.

o} Section 3 illustrates the ST2 data transfer protocol, ST.

o] Section 4 through Section 8 specify the ST2 setup protocol, SCW

0 the ST2 flow specification is presented in Section 9.

o} the formats of protocol elenents and PDUs are defined in Section 10.

2. ST2 User Service Description
This section describes the ST user service fromthe high-1evel point
of view of an application. It defines the ST stream operations and
primtive functions. It specifies which operations on streans can be
i nvoked by the applications built on top of ST and when the ST
primtive functions can be legally executed. Note that the presented
ST primtives do not specify an API. They are used here with the only
purpose of illustrating the service nodel for ST.

2.1 Stream Operations and Prinitive Functions
An ST application at the origin nay create, expand, reduce, change,
send data to, and delete a stream Wen a streamis expanded, new
targets are added to the stream when a streamis reduced, sone of
the current targets are dropped fromit. Wien a streamis changed,
the associated quality of service is nodified.

An ST application at the target nay join, receive data from and
| eave a stream This translates into the followi ng stream operations:

o] OPEN: create new stream[origin], CLOSE: delete stream|[origin],
o} ADD; expand stream i.e., add new targets to it [origin],
o] DROP: reduce stream i.e., drop targets fromit [origin],

o] JON join a stream|[target], LEAVE: |eave a stream|[target],
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o} DATA: send data through stream[origin],
0 CHG change a streamis QS [origin],

Each stream operation may require the execution of several primtive
functions to be conpleted. For instance, to open a new stream a
request is first issued by the sender and an indication is generated
at one or nore receivers; then, the receivers may each accept or
refuse the request and the correspondent indications are generated at
the sender. A single receiver case is shown in Figure 5 bel ow.

OPEN. accept -i nd

Sender Net wor k Recei ver
| | |
OPEN. r eq | | |
[EREREEEEREEEREREE > | |
| [EREREEEEEEEEREEEE > |
| | | OPEN.ind
| | | OPEN. accept
| | <o |
| < |
|
|

Figure 5: Primtives for the OPEN Stream Qperation
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Table 1 defines the ST service primtive functions associated to each

stream operati on.

The colum | abelled "O T"

i ndi cat es whet her the

primtive is executed at the origin or at the target.

+ +
|[Primitive | Descriptive | O T
| |
| OPEN. r eq | open a stream | O]
| OPEN. i nd | connection request indication | T |
| OPEN. accept | accept stream | T
| OPEN. r ef use | refuse stream | T
| OPEN. accept -i nd| connection accept indication | O |
| OPEN. r ef use-ind| connection refuse indication | O |
| ADD. r eq | add targets to stream | O]
| ADD. i nd | add request indication | T
| ADD. accept | accept stream | T
| ADD. r ef use | refuse stream | T
| ADD. accept-ind | add accept indication | O
| ADD. refuse-ind | add refuse indication | O]
| JON.req | join a stream | T
| JON.ind | join request indication | O]
| JO N. reject | reject a join | O]
| JONreject-ind| join reject indication | T
| DATA. req | send data | O
| DATA. i nd | receive data indication | T
| CHG req | change stream QoS | O]
| CHG. i nd | change request indication | T
| CHG accept | accept change | T
| CHG r ef use | refuse change | T
| CHG accept-ind | change accept indication | O
| CHG refuse-ind | change refuse indication | O]
| DROP. r eq | drop targets | O]
| DROP. i nd | di sconnect indication | T
| LEAVE. r eq | leave stream | T
| LEAVE. i nd | leave streamindication | O]
| CLOSE. req | close stream | O
| CLCSE. i nd | close streamindication | T
oo m e e e e e e e e e e e e e e e e e e e e e e e e eaa +

Table 1: ST Primtives
2.2 State Diagrans

It is not sufficient to define the set of ST streamoperations. It is

al so necessary to specify when the operations can be legally
executed. For this reason, a set of states is now introduced and the
transitions fromone state to the others are specified. States are
defined with respect to a single stream The previously defined
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stream operations can be legally executed only from an appropriate
state.

An ST agent may, with respect to an ST stream be in one of the
foll owi ng states:

o} | DLE: the stream has not been created yet.

o] PENDI NG the streamis in the process of being established

o] ACTI VE: the streamis established and acti ve.

o} ADDI NG the streamis established. A stream expansion is underway.
0 CHA NG the streamis established. A stream change is underway.

Previ ous experience with ST has lead to linits on stream operations
that can be executed sinultaneously. These restrictions are:

1. A single ADD or CHG operation can be processed at one time. If
an ADD or CHG is already underway, further requests are queued
by the ST agent and handled only after the previous operation
has been conpleted. This also applies to two subsequent
requests of the sane kind, e.g., two ADD or two CHG operations.
The second operation is not executed until the first one has
been conpl et ed.

2. Deleting a stream |leaving a stream or dropping targets froma
streamis possible only after stream establishnent has been
conpleted. A streamis considered to be established when all
t he next-hops of the origin have either accepted or refused the
stream Note that streamrefuse is automatically forced after
timeout if no reply conmes froma next-hop

3. An ST agent forwards data only al ong al ready established paths
to the targets, see also Section 3.1. A path is considered to
be established when the next-hop on the path has explicitly
accepted the stream This inplies that the target and all other
i nternmedi ate ST agents are ready to handl e the incom ng data
packets. In no cases an ST agent will forward data to a
next - hop ST agent that has not explicitly accepted the stream
To be sure that all targets receive the data, an application
shoul d send the data only after all paths have been
established, i.e., the streamis established.
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4. It is allowed to send data fromthe CHG NG and ADDI NG st at es.
Wi |l e sending data fromthe CHG NG state, the quality of
service to the targets affected by the change shoul d be assuned
to be the nore restrictive quality of service. When sending
data fromthe ADDI NG state, the targets that receive the data
include at least all the targets that were already part of the
streamat the time the ADD operation was invoked.

The rul es introduced above require ST agents to queue inconing
requests when the current state does not allow to process them

i Mmedi ately. In order to preserve the semantics, ST agents have to
mai ntain the order of the requests, i.e., inplenent FlIFO queuing.
Exceptionally, the CLOCSE request at the origin and the LEAVE request
at the target may be inmmedi ately processed: in these cases, the queue
is deleted and it is possible that requests in the queue are not
processed.

The following state diagrans define the ST service. Separate di agrans
are presented for the origin and the targets.

The synbol (a/r)* indicates that all targets in the target |ist have
explicitly accepted or refused the stream or refuse has been forced
after tinmeout. If the target list is enpty, i.e., it contains no
targets, the (a/r)* condition is imediately satisfied, so the enpty
streamis created and state ESTBL is entered.

The separate OPEN and ADD prinitives at the target are for conceptua
purposes only. The target is actually unable to distinguish between
an OPEN and an ADD. This is reflected in Figure 7 and Tabl e 3 through
the notati on OPEN ADD.
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oo - +
| S +
R >| | DLE [------mme - + |
| | | OPEN. req | |
| Hosmmeieee e + | |
CLOSE.req | CLCSE.req © N CLCSE. req \Y | CLOSE. req
| | | Hoo-ooooo- + |
| | | | PENDING |-|-+ JO N. reject
| | e | | <| -+
| JO N. reject | R + |
| DROP.req +---------- + |
| Ho-o - | |
| | | ESTDL | OPEN.(a/r)* | |
| R d I + |
| AR + |
| |~ 1 7 |
| I O |
R + CHGreq| | | | Add.(alr)* R +
| <------- S N e |
| CHA NG | | | ADDI NG |
| [-----mmmm-- L >| |
R + CHG (al/r)* JON.ind R +
| A ADD. r eq | A
| | | |
+---+ +---+
DROP. r eq DROP. r eq
JA N. rej ect JA N. rej ect
Figure 6: ST Service at the Origin
Fomem e +
_______________________ +
| [IDLE |
| | <---+ | OPEN ADD. i nd
R + | CLCSE.ind | JON.req
N | OPEN ADD.refuse |
| | JON refect-ind
CLCSE. i nd | | \/
DRCP. i nd | | Fommmma - - +
LEAVE. r eq | R
| | PENDI NG |
f + | |
| S RS +
| ESTBL | OPEN ADD. accept |
| I +
[ S, +

Figure 7: ST Service at the Target
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2.3 State Transition Tabl es

Table 2 and Table 3 define which prinmitives can be processed from
whi ch states and the possible state transitions.

+ +
[Primitive | | DLE]| PENDI NG | ESTBL | CHG NG | ADDI NG

|

| OPEN. r eq | ok - | -
| OPEN. accept -i nd| - if(a,r)*->ESTBL| -
| OPEN. r ef use-ind| - if(a,r)*->ESTBL| -

|
|
| | |
| | |
| ADD. r eq | - | queued | ->ADDI N queued queued |
| ADD. accept-ind | - | - | - | - [if(a,r)* |
| |- - |- |- |->ESTBL |
| ADD. refuse-ind | - | - | - | - [if(a,r)* |
| |- - |- | - |->ESTBL |
[ JON.ind | - | queued | - >ADDI N§ queued | queued |
| JO N. rej ect | - | &K | ok | ok | ok |
| DATA. req | - | - | ok | ok | ok |
| CHG req | - | queued | ->CHG NG queued | queued |
| CHG accept-ind | - | - | - [if(a,r)* | - |
| |- - | - |->ESTBL | - |
| CHG refuse.ind | - | - | - [if(a,r)* | - |
| |- - | - |->ESTBL | - |
| DROP. r eq | - | - | ok | ok | ok |
| LEAVE. i nd | - | XK | ok | ok | ok |
| CLOSE. req | - | &K | ok | ok | ok |
o m o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e am o +
Table 2: Primtives and States at the Oigin

+ +

| Primitive | | DLE | PENDING | ESTBL |

| |

| OPEN ADD. i nd | ->PENDING | - | - |

| OPEN ADD. accept | - | ->ESTBL | - |

| OPEN ADD.refuse | - | ->IDLE | - |

| JON.req | ->PENDI NG | - | - |

| JONreject-ind |- | ->IDLE | - |

| DATA.ind | - | - | ok |

| CHG ind | - | - | ok |

| CHG accept | - | - | ok |

| DRCP.ind | - | ok | ok |

| LEAVE.req | - | ok | ok |

| CLCSE.ind | - | ok | ok |

| CHG ind | - | - | ok |

Fom e e e e e e e e e e e e e e e e e e e e e e e e e e am o +

Table 3: Primtives and States at the Target
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3. The ST2 Data Transfer Protocol

This section presents the ST2 data transfer protocol, ST. First, data
transfer is described in Section 3.1, then, the data transfer
protocol functions are illustrated in Section 3.2.

3.1 Data Transfer with ST

Data transmission with ST is unreliable. An application is not
guaranteed that the data reaches its destinations and ST makes no
attenpts to recover from packet |oss, e.g., due to the underlying
net work. However, if the data reaches its destination, it should do
so according to the quality of service associated with the stream

Additionally, ST may deliver data corrupted in transm ssion. Mny
types of real-tine data, such as digital audio and video, require
partially correct delivery only. In nmany cases, retransmtted packets
would arrive too late to neet their real-tine delivery requirenents.
On the other hand, depending on the data encoding and the particul ar
application, a small nunber of errors in streamdata are acceptable.
In any case, reliability can be provided by layers on top of ST2 if
needed.

Al so, no data fragnmentation is supported during the data transfer
phase. The application is expected to segnent its data PDUs accordi ng
to the mnimum MU over all paths in the stream The application
receives information on the MIUs relative to the paths to the targets
as part of the ACCEPT nessage, see Section 8.6. The mi ni num MU over
all paths can be calculated fromthe MIUs relative to the single
paths. ST agents silently discard too |ong data packets, see al so
Section 5.1.1.

An ST agent forwards the data only along already established paths to
targets. A path is considered to be established once the next-hop ST
agent on the path sends an ACCEPT nessage, see Section 2.2. This
inplies that the target and all other internediate ST agents on the
path to the target are ready to handle the incom ng data packets. In
no cases will an ST agent forward data to a next-hop ST agent that
has not explicitly accepted the stream

To be reasonably sure that all targets receive the data with the
desired quality of service, an application should send the data only
after the whol e stream has been established. Depending on the |oca
APl , an application may not be prevented from sendi ng data before the
conpl etion of streamsetup, but it should be aware that the data
could be lost or not reach all intended targets. This behavior may
actually be desirable to applications, such as those application that
have nultiple targets which can each process data as soon as it is
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available (e.g., a lecture or distributed gamni ng).

It is desirable for inplenentations to take advantage of networks
that support multicast. If a network does not support multicast, or
for the case where the next-hops are on different networks, multiple
copi es of the data packet nust be sent.

3.2 ST Protocol Functions
The ST protocol provides two functions:
o] streamidentification
o] data priority

3.2.1 Streamldentification

ST data packets are encapsul ated by an ST header containing the
Stream I Dentifier (SID). This SIDis selected at the origin so that

it is globally unique over the Internet. The SID nust be known by the
setup protocol as well. At stream establishnent tinme, the setup
protocol builds, at each agent traversed by the stream an entry into
its local database containing streaminformation. The SID can be used
as a reference into this database, to obtain quickly the necessary
replication and forwardi ng i nformation.

Stream I Dentifiers are intended to be used to nmake t he packet
forwardi ng task nost efficient. The time-critical operation is an
i nternmedi ate ST agent receiving a packet fromthe previous-hop ST
agent and forwarding it to the next-hop ST agents.

The format of data PDUs including the SIDis defined in Section 10. 1.
Stream I Dentifier generation is discussed in Section 8.1.

3.2.2 Packet Discarding based on Data Priority

ST provides a well defined quality of service to its applications.
However, there may be cases where the network is tenporarily
congested and the ST agents have to discard certain packets to
mnimze the overall inmpact to other streams. The ST protocol

provi des a nmechanismto discard data packets based on the Priority
field in the data PDU, see Section 10.1. The application assigns each
data packet with a discard-priority level, carried into the Priority
field. ST agents will attenpt to discard |lower priority packets first
during periods of network congestion. Applications nay choose to send
data at rmultiple priority levels so that less inportant data may be
di scarded first.
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4.

SCMP Functi onal Description

ST agents create and manage streans using the ST Control Message
Protocol (SCWP). Conceptually, SCMP resides inmedi ately above ST (as
does | CWP above I P). SCWMP follows a request-response nodel. SCWP
nmessages are nade reliable through the use of retransnission after
ti meout.

This section contains a functional description of stream nmanagenent
with SCMP. To help clarify the SCMP exchanges used to setup and

mai ntain ST streans, we include an exanple of a sinple network

t opol ogy, represented in Figure 8. Using the SCMP nessages descri bed
in this section it will be possible for an ST application to:

o] Create a streamfromA to the peers at B, C and D,

o] Add a peer at E,

o} Drop peers B and C, and

o] Let F join the stream

o Del ete the stream
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[ TS + +---+
| |----1 B
Fommmm e oo - + Hmmmmmmaaa + | | +---+
| [------ | Router 1 |---| Subnet2
| | SRR + |
| | | |
| | S RS +
| | |
| Subnetl | |
| | oo +
| | | Router 3
+---+ | | Fomm e - +
| Al---] | e + |
+o--t |----] Router 2 | |
| e + |
R + | |
| |
| Fomm e - + +---+
AR | |----1 C|
| | +---+
Fommmma - - + | Subnet3
+---+ | | +---+ | +---+
| F|---] Subnet4 |[---] E|--] |----1 D
+---+ | | B ey + +---+
[ TS +

Figure 8: Sanple Topology for an ST Stream

We first describe the possible types of streamin Section 4.1,
Section 4.2 introduces SCVWP control nessage types; SCWP reliability
is discussed in Section 4.3; streamoptions are covered in Section
4.4; streamsetup is presented in Section 4.5; Section 4.6
illustrates stream nodification including stream expansi on
reduction, changes of the quality of service associated to a stream
Finally, streamdeletion is handled in Section 4.7.

4.1 Types of Streans
SCWP al lows for the setup and nanagenment of different types of

streams. Streans differ in the way they are built and the information
mai nt ai ned on connected targets.
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4.1.1 Stream Buil ding

Streanms may be built in a sender-oriented fashion, receiver-oriented
fashion, or with a m xed approach:

o} in the sender-oriented fashion, the application at the origin
provides the ST agent with the list of receivers for the stream New
targets, if any, are also added fromthe origin.

0 in the receiver-oriented approach, the application at the origin
creates an enpty streamthat contains no targets. Each target then
joins the stream aut ononously.

o] in the m xed approach, the application at the origin creates a
streamthat contains sonme targets and other targets join the stream
aut ononousl y.

ST2 provides streamoptions to support sender-oriented and ni xed
approach steans. Receiver-oriented streans can be enul ated through
the use of m xed streans. The fashion by which targets may be added
to a particular streamis controlled via join authorization |evels.
Join authorization levels are described in Section 4.4.2.

4.1.2 Know edge of Receivers

Wien streans are built in the sender-oriented fashion, all ST agents
will have full information on all targets down stream of a particul ar
agent. In this case, target information is relayed down stream from
agent -t o-agent during stream set-up.

When targets add thensel ves to mixed approach streans, upstream ST
agents nmay or may not be inforned. Propagation of information on
targets that "join" a streamis also controlled via join

aut hori zation levels. As previously nmentioned, join authorization
| evel s are described in Section 4.4.2.

This leads to two types of streans:

o] full target information is propagated in a full-state stream For
such streams, all agents are aware of all downstreamtargets
connected to the stream This results in target information being
mai ntai ned at the origin and at internedi ate agents. Qperations on
single targets are always possible, i.e., change a certain target,
or, drop that target fromthe stream It is also always possible for
any ST agent to attenpt recovery of all downstreamtargets.
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in light-weight streans, it is possible that the origin and other
upstream agents have no know edge about sone targets. This results
in less maintained state and easi er stream managenent, but it limts
operations on specific targets. Special actions may be required to
support change and drop operations on unknown targets, see Section
5.7. Also, streamrecovery may not be possible. O course, generic
functions such as deleting the whole stream are still possible. It
is expected that applications that will have a | arge nunber of
targets will use light-weight streans in order to limt state in
agents and the nunber of targets per control nessage.

Full -state streans serve well applications as video conferencing or
di stributed gam ng, where it is inportant to have know edge on the
connected receivers, e.g., to limt who participates. Light-weight
streanms nmay be exploited by applications such as renote |ecturing or
pl ayback applications of radio and TV broadcast where the receivers
do not need to be known by the sender. Section 4.4.2 defines join
aut hori zation |l evels, which support two types of full-state streans
and one type of |ight-weight stream

4.2 Control PDUs

SCWP defines the following PDUs (the main purpose of each PDU is al so
i ndi cated):

ACCEPT to accept a new stream

ACK to acknow edge an inconi ng nessage

CHANGE to change the quality of service associated with
a stream

CONNECT to establish a new stream or add new targets to
an existing stream

DI SCONNECT to remove sonme or all of the streamis targets

ERRCR to indicate an error contained in an incom ng
nessage

HELLO to detect failures of neighbor ST agents

JON to request streamjoining froma target

JO N REJECT to reject a streamjoining request froma target

NOTI FY to informan ST agent of a significant event

REFUSE to refuse the establishnment of a new stream

STATUS to query an ST agent on a specific stream

STATUS- RESPONSE to reply queries on a specific stream

SCWP follows a request-response nodel with all requests expecting
responses. Retransnission after tinmeout is used to allow for |ost or

i gnored nessages. Control nmessages do not extend across packet
boundaries; if a control nessage is too large for the MIU of a hop
its information is partitioned and a control nessage per partition is
sent, as described in Section 5.1.2.
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CONNECT and CHANCE request nessages are answered w th ACCEPT nessages
whi ch indicate success, and with REFUSE nessages which indicate
failure. JO N nessages are answered with either a CONNECT nessage

i ndi cating success, or with a JO N REJECT nessage indicating failure
Targets may be renmpved froma streamby either the origin or the
target via the DI SCONNECT and REFUSE nessages.

The ACCEPT, CHANGE, CONNECT, DI SCONNECT, JA N, JO N REJECT, NOTIFY
and REFUSE nmessages nust always be explicitly acknow edged:

o wth an ACK nessage, if the nessage was received correctly and it
was possible to parse and correctly extract and interpret its
header, fields and paraneters,

o wth an ERROR nessage, if a syntax error was detected in the header
fields, or paraneters included in the nmessage. The errored PDU may
be optionally returned as part of the ERROR nessage. An ERROR
message indicates a syntax error only. If any other errors are
detected, it is necessary to first acknow edge with ACK and then
take appropriate actions. For instance, suppose a CHANGE nessage
contains an unknown SID: first, an ACK nessage has to be sent, then
a REFUSE nessage with ReasonCode (Sl DUnknown) foll ows.

If no ACK or ERROR nessage are received before the correspondent
timer expires, a tineout failure occurs. The way an ST agent shoul d
handl e timeout failures is described in Section 5. 2.

ACK, ERROR, and STATUS- RESPONSE nessages are never acknow edged.

HELLO nessages are a special case. If they contain a syntax error, an
ERROR nmessage shoul d be generated in response. O herw se, no

acknow edgnment or response shoul d be generated. Use of HELLO nessages
is discussed in Section 6.1.2.

STATUS nessages containing a syntax error should be answered with an
ERROR nmessage. O herwi se, a STATUS- RESPONSE nessage shoul d be sent
back in response. Use of STATUS and STATUS- RESPONSE are discussed in
Section 8. 4.

4.3 SCVWP Reliability

SCMP is nade reliable through the use of retransm ssion when a
response is not received in a tinely manner. The ACCEPT, CHANCE
CONNECT, DI SCONNECT, JO N, JO N-REJECT, NOTIFY, and REFUSE nessages
all nust be answered with an ACK nessage, see Section 4.2. In
general, when sending a SCMP nessage whi ch requires an ACK response,
the sending ST agent needs to set the Toxxxx timer (where xxxx is the
SCMP nessage type, e.g., ToConnect). If it does not receive an ACK
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before the Toxxxx tiner expires, the ST agent should retransnit the
SCMP nessage. |f no ACK has been received within Nxxxx

retransm ssions, then a SCMP tineout condition occurs and the ST
agent enters its SCMP tinmeout recovery state. The actions perforned
by the ST agent as the result of the SCWP tineout condition differ
for different SCMP nessages and are described in Section 5. 2.

For some SCWP nessages (CONNECT, CHANGE, JA N, and STATUS) the
sendi ng ST agent al so expects a response back (ACCEPT/ REFUSE,
CONNECT/ JO N- REJECT) after ACK has been received. For these cases,
the ST agent needs to set the ToxxxxResp timer after it receives the
ACK. (As before, xxxx is the initiating SCMP nessage type, e.dg.
ToConnect Resp). If it does not receive the appropriate response back
when ToxxxxResp expires, the ST agent updates its state and perforns
appropriate recovery action as described in Section 5.2. Suggested
constants are given in Section 10.5. 4.

The tineout and retransmi ssion algorithmis inplenentation dependent
and it is outside the scope of this docunent. Mst existing

al gorithms are based on an estimation of the Round Trip Tine (RTT)
bet ween two agents. Therefore, SCMP contains a nmechani sm see Section
8.5, to estimate this RTT. Note that the tineout related variable
nanes descri bed above are for reference purposes only, inplenentors
may choose to conbine certain variabl es

4.4 Stream Options

An application may sel ect anbng sone stream options. The desired
options are indicated to the ST agent at the origin when a new stream
is created. Options apply to single streans and are valid during the
whol e streanis lifetine. The options chosen by the application at the
origin are included into the initial CONNECT nessage, see Section
4.5.3. Wien a CONNECT nessage reaches a target, the application at
the target is notified of the streamoptions that have been sel ected,
see Section 4.5.5.

4.4.1 No Recovery

When a stream failure is detected, an ST agent would normally attenpt
streamrecovery, as described in Section 6.2. The NoRecovery option
is used to indicate that ST agents should not attenpt recovery for
the stream The protocol behavior in the case that the NoRecovery
option has been selected is illustrated in Section 6.2. The
NoRecovery option is specified by setting the S-bit in the CONNECT
nmessage, see Section 10.4.4. The S-bit can be set only by the origin
and it is never nodified by internedi ate and target ST agents.
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4.4.2 Join Authorization Leve

Wien a new streamis created, it is necessary to define the join

aut hori zation | evel associated with the stream This |evel determ nes
the protocol behavior in case of streamjoining, see Section 4.1 and
Section 4.6.3. The join authorization level for a streamis defined
by the J-bit and N-bit in the CONNECT nessage header, see Section
10.4.4. One of the follow ng authorization |levels has to be

sel ect ed:

0 Level 0 - Refuse Join (JN = 00): No targets are allowed to join this
stream

o] Level 1 - OK, Notify Oigin (JN=01): Targets are allowed to join
the stream The origin is notified that the target has joined.

o] Level 2 - OK (JN = 10): Targets are allowed to join the stream No
notification is sent to the streamorigin.

Some applications may choose to nmaintain tight control on their
streams and will not permit any connections without the origin's

perm ssion. For such streams, target applications may request to be
added by sending an out-of-band, i.e., via regular IP, request to the
origin. The origin, if it so chooses, can then add the target

foll owi ng the process described in Section 4.6.1.

The sel ected authorization |level inpacts stream handling and the
state that is maintained for the stream as described in Section 4. 1.

4.4.3 Record Route

The RecordRoute option can be used to request the route between the
origin and a target be recorded and delivered to the application
This option may be used while connecting, accepting, changing, or
refusing a stream The results of a RecordRoute option requested by
the origin, i.e., as part of the CONNECT or CHANGE nessages, are
delivered to the target. The results of a RecordRoute option
requested by the target, i.e., as part of the ACCEPT or REFUSE
nmessages, are delivered to the origin.

The RecordRoute option is specified by adding the RecordRoute
paraneter to the nentioned SCMP nessages. The format of the
RecordRout e paraneter is shown in Section 10.3.5. Wen adding this
paraneter, the ST agent at the origin nust determ ne the nunber of
entries that nmay be recorded as explained in Section 10.3.5.
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4.4,4 User Data

The UserData option can be used by applications to transport
application specific data along with some SCMP control nessages. This
option can be included with ACCEPT, CHANGE, CONNECT, DI SCONNECT, and
REFUSE nessages. The format of the UserData paraneter is shown in
Section 10.3.7. This option nmay be included by the origin, or the
target, by adding the UserData paraneter to the nentioned SCWP
nmessages. This option may only be included once per SCWMP nessage.

4.5 Stream Set up

This section presents a description of streamsetup. For sinplicity,
we assune that everything succeeds, e.g., any required resources are
avai |l abl e, nmessages are properly delivered, and the routing is
correct. Possible failures in the setup phase are handled in Section
5.2.

4.5.1 Information fromthe Application

Bef ore stream setup can be started, the application has to collect
the necessary information to determ ne the characteristics for the
connection. This includes identifying the participants and sel ecting
the QoS paraneters of the data flow Information passed to the ST
agent by the application includes:

o] the list of the streamis targets (Section 10.3.6). The list may be
enpty (Section 4.5.3.1),

o} the flow specification containing the desired quality of service for
the stream (Section 9),

o] i nformati on on the groups in which the streamis a nmenber, if any
(Section 7),
o} informati on on the options selected for the stream (Section 4.4).

4.5.2 Initial Setup at the Origin
The ST agent at the origin then perfornms the followi ng operations:
o} all ocates a stream|ID (SID) for the stream (Section 8.1),

o] i nvokes the routing function to determi ne the set of next-hops for
the stream (Section 4.5.2.1),

o] i nvokes the Local Resource Manager (LRM) to reserve resources
(Section 4.5.2.2),
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o] creates | ocal database entries to store information on the new
st ream

0 propagates the stream creation request to the next-hops determ ned
by the routing function (Section 4.5.3).

4.5.2.1 Invoking the Routing Function

An ST agent that is setting up a streaminvokes the routing function
to find the next-hop to reach each of the targets specified by the
target list provided by the application. This is simlar to the
routing decision in IP. However, in this case the route is to a

mul titude of targets with QoS requirenents rather than to a single
desti nati on.

The result of the routing function is a set of next-hop ST agents.
The set of next-hops selected by the routing function is not
necessarily the sanme as the set of next-hops that | P would sel ect

gi ven a nunber of independent |P datagrans to the sane destinations.
The routing algorithmmmay attenpt to optinize paraneters other than
t he nunber of hops that the packets will take, such as delay, |oca
net wor k bandw dth consunption, or total internet bandw dth
consunption. Alternatively, the routing algorithmnmay use a sinple
route | ookup for each target.

Once a next-hop is selected by the routing function, it persists for
the whole streamlifetinme, unless a network failure occurs.

4.5.2.2 Reserving Resources

The ST agent invokes the Local Resource Manager (LRM to performthe
appropriate reservations. The ST agent presents the LRMwith
i nformation including:

o] the flow specification with the desired quality of service for the
stream (Section 9),

o the version nunber associated with the flow specification
(Section 9).

o] i nformati on on the groups the streamis nmenber in, if any
(Section 7),

The flow specification contains information needed by the LRMto

al l ocate resources. The LRM updates the fl ow specification contents
i nformati on before returning it to the ST agent. Section 9.2.3
defines the fields of the flow specification to be updated by the
LRM
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The menbership of a streamin a group may affect the anount of
resources that have to be allocated by the LRM see Section 7.

4.5.3 Sendi ng CONNECT Messages

The ST agent sends a CONNECT nessage to each of the next-hop ST
agents identified by the routing function. Each CONNECT nessage
contains the SID the selected stream options, the FlowSpec, and a
TargetList. The fornmat of the CONNECT nmessage is defined by Section
10.4.4. In general, the FlowSpec and TargetlList depend on both the
next - hop and the interveni ng network. Each TargetList is a subset of
the original TargetList, identifying the targets that are to be
reached through the next-hop to which the CONNECT nessage i s being
sent.

The TargetlList nmay be enpty, see Section 4.5.3.1; if the TargetList
causes a too | ong CONNECT nessage to be generated, the CONNECT
message is partitioned as explained in Section 5.1.2. If nultiple
next - hops are to be reached through a network that supports network
level multicast, a different CONNECT nessage nust neverthel ess be
sent to each next-hop since each will have a different TargetList.

4.5.3.1 Enpty Target List

An application at the origin may request the |ocal ST agent to create

an enpty stream It does so by passing an enpty TargetList to the
| ocal ST agent during the initial stream setup. When the local ST
agent receives a request to create an enpty stream it allocates the
stream I D (SID), updates its |ocal database entries to store

i nformati on on the new stream and notifies the application that
stream setup is conplete. The |local ST agent does not generate any
CONNECT nessage for streans with an enpty TargetlList. Targets nay be
| ater added by the origin, see Section 4.6.1, or they may
aut ononously join the stream see Section 4.6.3.

4.5.4 CONNECT Processing by an Internediate ST agent

An ST agent receiving a CONNECT nessage, assuning no errors, responds

to the previous-hop with an ACK. The ACK nessage nust identify the
CONNECT nessage to which it corresponds by including the reference
nunber indicated by the Reference field of the CONNECT nessage. The
i nternedi ate ST agent calls the routing function, invokes the LRMto
reserve resources, and then propagates the CONNECT nessages to its
next - hops, as described in the previous sections.
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4.5.5 CONNECT Processing at the Targets

An ST agent that is the target of a CONNECT nmessage, assunmi ng no
errors, responds to the previous-hop with an ACK. The ST agent

i nvokes the LRMto reserve |ocal resources and then queries the
specified application process whether or not it is willing to accept
t he connecti on.

The application is presented with paraneters fromthe CONNECT nmessage
including the SID, the selected streamoptions, Oigin, FlowSpec,
TargetList, and Goup, if any, to be used as a basis for its
decision. The application is identified by a conbination of the
Next Pcol field, fromthe Oigin paraneter, and the service access
point, or SAP, field included in the correspondent (usually single
remai ni ng) Target of the TargetList. The contents of the SAP field
may specify the port or other local identifier for use by the
protocol |ayer above the host ST |ayer. Subsequently received data
packets will carry the SID, that can be mapped into this infornation
and be used for their delivery.

Finally, based on the application’s decision, the ST agent sends to

t he previous-hop from which the CONNECT nessage was received either
an ACCEPT or REFUSE nessage. Since the ACCEPT (or REFUSE) nessage has
to be acknow edged by the previous-hop, it is assigned a new
Reference nunber that will be returned in the ACK. The CONNECT
message to which ACCEPT (or REFUSE) is a reply is identified by

pl aci ng the CONNECT' s Reference nunmber in the LnkReference field of
ACCEPT (or REFUSE). The ACCEPT nessage contains the Fl owSpec as
accepted by the application at the target.

4.5.6 ACCEPT Processing by an Internedi ate ST agent

Wien an internedi ate ST agent receives an ACCEPT, it first verifies
that the nmessage is a response to an earlier CONNECT. If not, it
responds to the next-hop ST agent with an ERROR nessage, with
ReasonCode (LnkRefUnknown). O herwi se, it responds to the next-hop ST
agent with an ACK, and propagates the individual ACCEPT nessage to

t he previous-hop along the sane path traced by the CONNECT but in the
reverse direction toward the origin.

The Fl owSpec is included in the ACCEPT nessage so that the origin and
i nternedi ate ST agents can gain access to the information that was
accumul ated as the CONNECT traversed the internet. Note that the
resources, as specified in the FlowSpec in the ACCEPT nessage, may
differ fromthe resources that were reserved when the CONNECT was
originally processed. Therefore, the ST agent presents the LRMwith
the Fl owSpec included in the ACCEPT nessage. It is expected that each
LRM adj usts | ocal reservations rel easing any excess resources. The
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LRM nmay choose not to adjust |ocal reservations when that adjustnent
may result in the | oss of needed resources. It may al so choose to
wait to adjust allocated resources until all targets in transition
have been accepted or refused.

In the case where the internediate ST agent is acting as the origin
with respect to this target, see Section 4.6.3.1, the ACCEPT nessage
is not propagated upstream

4.5.7 ACCEPT Processing by the Oigin

The origin will eventually receive an ACCEPT (or REFUSE) nessage from
each of the targets. As each ACCEPT is received, the application is
notified of the target and the resources that were successfully

all ocated along the path to it, as specified in the Fl owSpec

contai ned in the ACCEPT nessage. The application may then use the
information to either adopt or term nate the portion of the streamto
each target.

When an ACCEPT is received by the origin, the path to the target is
considered to be established and the ST agent is allowed to forward
the data along this path as explained in Section 2 and in Section
3. 1.

4.5.8 REFUSE Processing by the Internediate ST agent

If an application at a target does not wish to participate in the
stream it sends a REFUSE nmessage back to the origin with ReasonCode
(Appl Di sconnect). An internedi ate ST agent that receives a REFUSE
message with ReasonCode (Appl Di sconnect) acknow edges it by sendi ng
an ACK to the next-hop, invokes the LRMto adjusts reservations as
appropriate, deletes the target entry fromthe internal database, and
propagat es the REFUSE nessage back to the previous-hop ST agent.

In the case where the internmediate ST agent is acting as the origin
with respect to this target, see Section 4.6.3.1, the REFUSE nessage
is only propagated upstream when there are no nore downstream agents
participating in the stream In this case, the agent indicates that
the agent is to be renoved fromthe stream propagati ng the REFUSE
message with the Gbit set (1).

4.5.9 REFUSE Processing by the Oigin

When t he REFUSE nessage reaches the origin, the ST agent at the
origin sends an ACK and notifies the application that the target is
no |l onger part of the streamand also if the stream has no remaining
targets. If there are no remaining targets, the application may w sh
to ternmnate the stream or keep the streamactive to allow addition
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of targets or streamjoining as described in Section 4.6.3.
4.5.10 Oher Functions during Stream Setup

Some ot her functions have to be acconplished by an ST agent as
CONNECT nessages travel downstream and ACCEPT (or REFUSE) nessages
travel upstreamduring the stream setup phase. They were not
mentioned in the previous sections to keep the discussion as sinple
as possi ble. These functions include:

0 computing the smallest Maxi num Transmi ssion Unit size over the path
to the targets, as part of the MIU di scovery nechani sm presented in
Section 8.6. This is done by updating the MaxMsgSi ze field of the
CONNECT message, see Section 10.4.4. This value is carried back to
origin in the MaxMsgSi ze field of the ACCEPT nessage, see Section
10. 4. 1.

o} counting the nunber of IP clouds to be traversed to reach the
targets, if any. IP clouds are traversed when the | P encapsul ation
nmechani smis used. This nechani sm described in Section 8.7.

Encapsul ating agents update the | PHops field of the CONNECT nessage,
see Section 10.4.4. The resulting value is carried back to origin in
the I PHops field of the ACCEPT nessage, see Section 10.4.1

o} updati ng the RecoveryTi neout value for the stream based on what can
the agent can support. This is part of the streamrecovery
mechani sm in Section 6.2. This is done by updating the
RecoveryTi neout field of the CONNECT nessage, see Section 10.4.4.
This value is carried back to origin in the RecoveryTineout field of
t he ACCEPT nessage, see Section 10.4.1

4.6 Modifying an Existing Stream

Some applications may wish to nodify a streamafter it has been
created. Possible changes include expanding a stream reducing it,
and changing its FlowSpec. The origin nmay add or renobve targets as
described in Section 4.6.1 and Section 4.6.2. Targets nay request to
join the streamas described in Section 4.6.3 or, they nmay decide to
| eave a stream as described in Section 4.6.4. Section 4.6.5 expl ains
how to change a stream s Fl owSpec.

As defined by Section 2, an ST agent can handl e only one stream

nodi fication at a tine. If a streamnodification operation is already
underway, further requests are queued and handl ed when the previous
operation has been conpleted. This also applies to two subsequent
requests of the same kind, e.g., two subsequent changes to the

FI owSpec.
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4.6.1 The Oigin Adding New Targets

It is possible for an application at the origin to add new targets to
an existing streamany tine after the stream has been establi shed.
Before new targets are added, the application has to collect the
necessary information on the new targets. Such information is passed
to the ST agent at the origin.

The ST agent at the origin issues a CONNECT nessage that contains the
SID, the Fl owSpec, and the TargetList specifying the new targets.
This is simlar to sending a CONNECT nessage during stream
establishnent, with the follow ng exceptions: the origin checks that
a) the SIDis valid, b) the targets are not already nenbers of the
stream c¢) that the LRM eval uates the Fl owSpec of the new target to
be the same as the Fl owSpec of the existing stream i.e., it requires
an equal or smaller anmount of resources to be allocated. If the

Fl owSpec of the new target does not match the Fl owSpec of the
existing stream an error is generated with ReasonCode

(Fl owSpecM smat ch). Functions to conpare fl ow specifications are
provided by the LRM see Section 1.4.5.

An internediate ST agent that is already a participant in the stream
| ooks at the SID and StreantCreationTime, and verifies that the stream
is the same. It then checks if the intersection of the TargetlList and
the targets of the established streamis enpty. If this is not the
case, it responds with a REFUSE nessage with ReasonCode
(Target Exi sts) that contains a TargetlList of those targets that were
duplicates. To indicate that the streamexists, and includes the
listed targets, the ST agent sets to one (1) the E-bit of the REFUSE
nmessage, see Section 10.4.11. The agent then proceeds processing
each new target in the TargetList.

For each new target in the TargetList, processing is nmuch the sanme as
for the original CONNECT. The CONNECT is acknow edged, propagated,
and network resources are reserved. Internediate or target ST agents
that are not already participants in the stream behave as in the case
of stream setup (see Section 4.5.4 and Section 4.5.5).

4.6.2 The Oigin Renoving a Target

It is possible for an application at the origin to renmove existing
targets of a streamany tine after the targets have accepted the
stream The application at the origin specifies the set of targets
that are to be renoved and informs the | ocal ST agent. Based on this
i nformati on, the ST agent sends DI SCONNECT nessages with the
ReasonCode (Appl Di sconnect) to the next-hops relative to the targets.

Del grossi & Berger, Editors Experi ment al [ Page 41]



RFC 1819 ST2+ Protocol Specification August 1995

An ST agent that receives a DI SCONNECT nessage nust acknow edge it by
sending an ACK to the previous-hop. The ST agent updates its state
and notifies the LRMof the target deletion so that the LRM can

nmodi fy reservations as appropriate. Wen the DI SCONNECT nmessage
reaches the target, the ST agent also notifies the application that
the target is no longer part of the stream Wen there are no

remai ning targets that can be reached through a particul ar next-hop,
the ST agent infornms the LRMand it deletes the next-hop fromits
next - hops set.

SCWP al so provides a flooding nechanismto delete targets that joined
the streamwi thout notifying the origin. The special case of target
deletion via flooding is described in Section 5.7.

4.6.3 A Target Joining a Stream

An application nmay request to join an existing stream It has to
collect information on the streamincluding the stream|ID (SID) and
the I P address of the streanis origin. This can be done out-of - band,
e.g., via regular IP. The information is then passed to the |ocal ST
agent. The ST agent generates a JO N nessage containing the
application’s request to join the streamand sends it toward the
stream ori gin.

An ST agent receiving a JON nessage, assuming no errors, responds
with an ACK. The ACK nessage nust identify the JO N nessage to which
it corresponds by including the Reference nunber indicated by the
Reference field of the JON nmessage. If the ST agent is not traversed
by the streamthat has to be joined, it propagates the JO N nmessage
toward the streanis origin. Once a JO N nessage has been

acknow edged, ST agents do not retain any state infornmation rel ated
to the JO N nessage.

Eventual |y, an ST agent traversed by the streamor the streanis
origin itself is reached. This agent nust respond to a received JON
first with an ACK to the ST agent from which the nessage was
received, then, it issues either a CONNECT or a JO N-REJECT nessage
and sends it toward the target. The response to the join request is
based on the join authorization |level associated with the stream see
Section 4.4.2:

o} If the stream has authorization level #0 (refuse join):
The ST agent sends a JO N-REJECT nessage toward the target with
ReasonCode (Joi nAut hFailure).

0 If the stream has authorization | evel #1 (ok, notify origin):

The ST agent sends a CONNECT nessage toward the target with a
TargetList including the target that requested to join the stream
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This eventually results in adding the target to the stream Wen
the ST agent receives the ACCEPT nessage indicating that the new
target has been added, it does not propagate the ACCEPT nessage
backwards (Section 4.5.6). Instead, it issues a NOTlIFY nessage

wi th ReasonCode (TargetJoined) so that upstream agents, including
the origin, may add the new target to mmintai ned state

i nformati on. The NOTI FY nessage includes all target specific

i nformation.

0 If the stream has authorization | evel #2 (ok):
The ST agent sends a CONNECT nessage toward the target with a
TargetList including the target that requested to join the stream
This eventually results in adding the target to the stream Wen
the ST agent receives the ACCEPT nessage indicating that the new
target has been added, it does not propagate the ACCEPT nessage
backwards (Section 4.5.6), nor does it notify the origin. A NOTlIFY
message i s generated with ReasonCode (TargetJoined) if the target
specific informati on needs to be propagated back to the origin. An
exanpl e of such information is change in MIU, see Section 8.6.

4.6.3.1 Internmediate Agent (Router) as Origin

When a stream has join authorization |evel #2, see Section 4.4.2, it
is possible that the streamorigin is unaware of sone targets
participating in the stream In this case, the ST internedi ate agent
that first sent a CONNECT nessage to this target has to act as the
streamorigin for the given target. This includes:

o] if the whole streamis deleted, the internediate agent nust
di sconnect the target.

o] if the stream Fl owSpec is changed, the internedi ate agent nust
change the FlowSpec for the target as appropriate.

o] proper handling of ACCEPT and REFUSE nessages, w thout propagation
to upstream ST agents.

o] generation of NOTIFY nessages when needed. (As described above.)
The internedi ate agent behaves normally for all other targets added
to the stream as a consequence of a CONNECT nessage i ssued by the
origin.

4.6.4 A Target Deleting Itself
The application at the target may informthe |ocal ST agent that it

wants to be renmoved fromthe stream The ST agent then fornms a REFUSE
message with the target itself as the only entry in the TargetlList
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and with ReasonCode (Appl Di sconnect). The REFUSE nessage i s sent back
to the origin via the previous-hop. If a streamhas nultiple targets
and one target | eaves the stream using this REFUSE nechani sm the
streamto the other targets is not affected; the stream continues to
exi st.

An ST agent that receives a REFUSE nessage acknow edges it by sending
an ACK to the next-hop. The target is deleted and the LRMis notified
so that it adjusts reservations as appropriate. The REFUSE nessage is
al so propagated back to the previous-hop ST agent except in the case
where the agent is acting as the origin. In this case a NOTl FY may be
propagat ed i nstead, see Section 4.6. 3.

When t he REFUSE reaches the origin, the origin sends an ACK and
notifies the application that the target is no | onger part of the
stream

4.6.5 Changing a Stream s Fl owSpec

The application at the origin may wish to change the Fl owSpec of an
est abli shed stream Changing the FlowSpec is a critical operation and
it my even lead in some cases to the deletion of the affected
targets. Possible problens with Fl owSpec changes are di scussed in
Section 5. 6.

To change the streanis Fl owSpec, the application inforns the ST agent
at the origin of the new FlowSpec and of the list of targets relative
to the change. The ST agent at the origin then i ssues one CHANGE
message per next-hop including the new Fl owSpec and sends it to the
rel evant next-hop ST agents. If the Gbit field of the CHANGE nessage
is set (1), the change affects all targets in the stream

The CHANGE nessage contains a bit called I-bit, see Section 10.4. 3.
By default, the I-bit is set to zero (0) to indicate that the LRMis
expected to try and performthe requested Fl owSpec change wi t hout
risking to tear down the stream Applications that desire a higher
probability of success and are willing to take the risk of breaking
the streamcan indicate this by setting the |-bit to one (1).
Applications that require the requested nodification in order to
continue operating are expected to set this bit.

An internediate ST agent that receives a CHANGE nessage first sends
an ACK to the previous-hop and then provides the Fl owSpec to the LRM
If the LRM can performthe change, the ST agent propagates the CHANCE
nmessages al ong the established paths.
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I f the whol e process succeeds, the CHANGE nessages will eventually
reach the targets. Targets respond with an ACCEPT (or REFUSE) nessage
that is propagated back to the origin. In processing the ACCEPT
message on the way back to the origin, excess resources may be

rel eased by the LRM as described in Section 4.5.6. The REFUSE nessage
nmust have t he ReasonCode (Appl Ref used).

SCMP al so provides a flooding nechanismto change targets that joined
the streamwi thout notifying the origin. The special case of target
change via flooding is described in Section 5.7.

4,7 Stream Tear Down

A streamis usually termnated by the origin when it has no further
data to send. A streamis also torn down if the application should
term nate abnormally or if certain network failures are encountered.
Processing in this case is identical to the previous descriptions
except that the ReasonCode (Appl Abort, NetworkFailure, etc.) is
different.

Wien all targets have left a stream the origin notifies the
application of that fact, and the application is then responsible for
termnating the stream Note, however, that the application may
decide to add targets to the streaminstead of terminating it, or may
just leave the streamopen with no targets in order to pernit stream
j oi ns.

5. Exceptional Cases

The previous descriptions covered the sinple cases where everything
wor ked. We now di scuss what happens when things do not succeed.

I ncluded are situations where nessages exceed a network MIU, are

| ost, the requested resources are not available, the routing fails or
is inconsistent.

5.1 Long ST Messages

It is possible that an ST agent, or an application, will need to send
a nessage that exceeds a network’s Maxi mum Transmni ssion Unit (MIU)
Thi s case nust be handl ed but not via generic fragnentation, since
ST2 does not support generic fragnentation of either data or contro
nessages.

5.1.1 Handling of Long Data Packets
ST agents di scard data packets that exceed the MIU of the next-hop

network. No error nessage is generated. Applications should avoid
sendi ng data packets larger than the m ni rum MU supported by a given
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stream The application, both at the origin and targets, can |learn
the stream m ni mum MU t hrough the MrU di scovery nechani sm descri bed
in Section 8.6.

5.1.2 Handling of Long Control Packets

Each ST agent knows the MIU of the networks to which it is connected,
and those MIUs restrict the size of the SCWP nessage it can send. An
SCMP nessage size can exceed the MIU of a given network for a nunber
of reasons:

o} the TargetList paraneter (Section 10.3.6) may be too |ong;
o] the RecordRoute paraneter (Section 10.3.5) nmay be too |ong.
0 the UserData parameter (Section 10.3.7) may be too |ong;

o} the PDU nError field of the ERROR nessage (Section 10.4.6) nmay be
too | ong;

An ST agent receiving or generating a too | ong SCMP nessage shoul d:

o] break the nessage into nultiple nessages, each carrying part of the
TargetList. Any RecordRoute and UserData paraneters are replicated
in each nmessage for delivery to all targets. Applications that
support a |l arge nunber of targets nmay avoid using |